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• Daya Bay and Its latest (oscillation) results 
• Resolving Neutrino MH using Reactors 
• The Jiangmen Underground Neutrino Observatory 
• The current status and expected performance 
• Summary and conclusion
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Measuring θ13 using Reactors at Daya Bay
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Daya Bay

Antineutrino detector (AD) design

8 functionally identical detectors
reduce systematic uncertainties

3 zone cylindrical vessels

Liquid Mass Function

Inner
acrylic

Gd-doped
liquid scint.

20 t Antineutrino
target

Outer
acrylic

Liquid
scintillator

20 t Gamma
catcher

Stainless
steel

Mineral oil 40 t Radiation
shielding

192 8 inch PMTs in each detector

Top and bottom reflectors increase light yield

and flatten detector response

( 7.5p
E

+ 0.9)% energy resolution

S. Jetter 9 / 53

•Two practical ways to measure θ13 

- Appearance experiments νμ→νe depend on 3 
unknown parameters θ13, δCP and mass hierarchy 

- Short-baseline reactor experiments νe→νe depend 
on 2 unknown parameters θ13 and mass hierarchy, 
with mass hierarchy has little effect

Important lessons learned from 
past reactor experiments: 

• Near-far reactor flux 
uncertainty cancellation. 
(First proposed for Kr2Det in 
2000) 

• 2 versus many: functionally 
”identical” detectors 

✦And 8 is the lucky number of 
Daya Bay due to the layout of 
the reactors
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Veto/Reduce Cosmic/Environmental Backgrounds
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Muon Veto System

6

Multiple muon veto detectors 
2.5m thick two-sector active water shield and RPC 

Water Cherenkov

    - Detectors submerged in water 
shielded against external neutrons 
and gammas 

"
    - Optically separated with Tyvek 
sheets into inner / outer region for 
better muon tracking

"
    - 8-inch PMTs mounted on 
frames, 288 @Near, 384 @Far

Resistive Plate Chamber (RPC)

    - Independent muon tagging 

    - Retractable roof above pool

    - 54 modules @Near, 81 @Far

•~100m-350m overburdens for 3 sites 

•Two independent active muon veto 
systems: RPC; Water Cherenkov is 
separated into inner (IWS) and outer (OWS) 
ones to improve the muon efficiency 

•Water Cherenkov detectors also shields the 
environmental gamma radiations 

- >2.5 m thick water in each direction

in air

in water
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Daya Bay Progresses since Summer 2011

6

EH1

EH2

EH3

A B DA. Two-detector data taking checking “identical” detectors,  
     9/23/11 – 12/23/11, [90 days] 

✓ Side-by-side comparison of 2 detectors, NIM A 685, 78-97 (2012) 

B. Partial Daya Bay six-detector data taking 12/24/11 – 7/28/12, [217 days] 

✓ The discovery, θ
13

, PRL. 108, 171803 (2012), [55 days] 

✓ θ
13

, CPC 37, 011001 (2013) , [139 days] 

✓ The 1st shape analysis, θ
13

 & Δm2
ee, PRL. 112, 061801 (2014), [217 days] 

✓ An independent θ
13

 using n-captures on H, PRD90 (2014) 7, 071101 [217 days] 

✓ A light sterile neutrino searches, PRL113, 141802(2014) [217 days] 

✓ Daya Bay reactor antineutrino flux analysis (results official, the paper finalizing) 

C. Shutdown, 8-detector completion and special calibrations 
✓ Calibration with the manual calibration system, special sources, and reconfiguration 

of Am-C sources in far site detectors 

D. Complete Daya Bay 8-detector data taking from 10/19/12-11/28/2013 
     [404 days] 

E. Being analyzed 

The latest Daya Bay results based on Periods B and D, 621 days of data, 
✓ An updated detector energy model 

✓ Improved relative energy scale understanding 

✓ Crosschecks of multiple analysis methods 

➡ The most precise θ
13

 and the most precise Δm2
ee, arXiv:1505.03456,  

to be published on PRL

C E



NuFACT’15, August 2015Wei Wang/⺩王為

The Daya Bay Event Rates at Different Sites
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Antineutrino rate vs time
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More than 1 million antineutrino events accumulated

⌅ 621 days of data, including more than one year in full 8-AD configuration

⌅ 4 times more statistics than previously published result

⌅ Detected rate strongly correlated with reactor flux expectations
S. Jetter 35 / 53
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Improvements in Understanding the Energy Responses (2013-Now)
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Energy scale calibration

Reconstructed energy [MeV]
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Uncertainties of relative energy scale
estimated using data from:

⌅ Deployed sources: 60Co,68Ge, AmC

⌅ Muon-induced spallation: n-Gd

⌅ Natural rad. �: 40K, 208Tl

⌅ Natural rad. ↵: 212Po, 214Po, 215Po

Significant reduction of uncertainty in relative energy scale

⌅ 2 schemes to calibrate time variations of the energy scale:

1 2.5 MeV peak from weekly deployed 60Co source
2 8 MeV n-Gd peak from muon-induced spallation neutrons

⌅ Energy response stable within 0.1% in all detectors
⌅ Total relative uncertainty of 0.2% between detectors

) Improved from 0.35% in previous analysis
) Achieved by more careful controls of channel quality and corresponding corrections

S. Jetter 20 / 53

• We are able to improve the 
relative energy scale 
uncertainty between different 
detectors from 0.35% to 0.2%,  

• As the largest contributor to the 
theta13 uncertainty, this is a big 
improvement to its precision

IBD non-linear response

Nominal Model + 68% CLRe
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 /
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Positron energy [MeV]
0 2 4 6 8 101 3 5 7 9

Previous IBD response model
1.05

1

0.95

0.9

50% reduction in uncertainty of positron response

⌅ Nominal response from best fit 4-parameter energy model

⌅ Shape uncertainties from parameter sets consistent with data within 68% CL

S. Jetter 28 / 53

3

the positron kinetic and annihilation energy, and En is the
average neutron recoil energy (⇠10 keV).

FIG. 1. Comparison of the reconstructed energy between
antineutrino detectors for a variety of calibration references. EAD

is the reconstructed energy determined using each AD, and hEi is
the 8-detector average. Error bars are statistical only, and systematic
variations between detectors for all calibration references were
< 0.2%. The ⇠8 MeV n-Gd capture gamma peaks from Am-C
sources were used to define the energy scale of each detector, and
hence show zero deviation.

Differences in energy response between detectors directly
impacted the estimation of |�m2

ee|. PMT gains were
calibrated continuously using uncorrelated single electrons
emitted by the photocathode. The signals of 0.3% of the
PMTs were discarded due to abnormal hit rates or charge
distributions. The detector energy scale was calibrated using
Am-C neutron sources [18] deployed at the detector center,
with the ⇠8 MeV peaks from neutrons captured on Gd aligned
across all eight detectors. The time variation and the position
dependence of the energy scale was corrected using the
2.506 MeV gamma-ray peak from 60Co calibration sources.
The reconstructed energies of various calibration reference
points in different ADs are compared in Fig. 1. The spatial
distribution of each calibration reference varies, incorporating
deviations in spatial response between detectors. 68Ge,
60Co and Am-C calibration sources were located at the
center of each detector. Neutrons from IBD and muon
spallation that were captured on gadolinium, were distributed
nearly uniformly throughout the Gd-LS region. ↵ particles
from polonium decays with positions estimated to be within
the Gd-LS region provided another diffuse reference, while
also avoiding calibration biases due to a higher background
rate outside this region. Comparisons of intrinsic 40K,
208Tl, and spallation neutron capture on 1H were also
biased by backgrounds, therefore only those interactions
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FIG. 2. Estimated energy response of the detectors to positrons,
including both kinetic and annihilation gamma energy (red solid
curve). The prominent nonlinearity below 4 MeV was attributed
to scintillator light yield (from ionization quenching and Cherenkov
light production) and the charge response of the electronics. Gamma
rays from both deployed and intrinsic sources as well as spallation
12B � decay determined the model, and provided an envelope of
curves consistent with the data within a 68.3% C.L. (grey band).
An independent estimate using the beta+gamma energy spectra from
212Bi, 214Bi, 208Tl, as well as the 53-MeV edge in the Michel
electron spectrum gave a similar result (blue dashed line), albeit with
larger systematic uncertainties.

with reconstructed positions within 1 m of the center of
each detector were considered. The uncorrelated relative
uncertainty of the energy scale is thus determined to be
0.2%. This reduction of 43% compared to the previous
publication [9] was enabled by improvements in the correction
of position and time dependence, and enhanced the precision
of |�m2

ee| by 9%. The reduction was confirmed by an
alternative method which used the n-Gd capture of muon-
induced spallation neutrons to calibrate the scale, time
dependence, and spatial dependence of the detector energy
response.

Nonlinearity in the energy response of an AD originated
from two dominant sources: particle-dependent nonlinear
light yield of the scintillator and charge-dependent nonlinear-
ity in the PMT readout electronics. Each effect was at the
level of 10%. We constructed a semi-empirical model that
predicted the reconstructed energy for a particle assuming
a specific energy deposited in the scintillator. The model
contained four parameters: Birks’ constant, the relative
contribution to the total light yield from Cherenkov radiation,
and the amplitude and scale of an exponential correction
describing the non-linear electronics response.

The nominal parameter values were obtained from an
unconstrained �2-fit to various AD calibration datasets,
comprising twelve gamma lines from both deployed and
naturally occurring sources as well as the continuous �-
decay spectrum of 12B produced by muon spallation inside
the Gd-LS volumes. The nominal positron response derived
from the best fit parameters is shown in Fig. 2. The
depicted uncertainty band represents other response functions

2013 Now

More details on the energy response 
understanding in Y. Gornushkin’s poster 
and his parallel talk on Friday



• The latest published analysis has taken a 
method which predicts the far expectation 
based on the near observation, considering 
the oscillation effects 

- The weighting factor wi,j considers the oscillation 
effects at different near detectors; the covariance 
matrix V considers both statistical and systematic 
uncertainties and the oscillation effects at 
different points in the phase space the 
minimization is carried out. 
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The Most Precise θ13 Measurement by Daya Bay
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⌫̄µ disappearance [10, 11]. Using only the relative rates
between the detectors and �m2

32

from Ref. [10] we found
sin

2

2✓
13

= 0.085± 0.006, with �2/NDF = 1.37/3.
The reconstructed positron energy spectrum observed in the

far site is compared in Fig. 3 with the expectation based on
the near-site measurements. The 68.3%, 95.5% and 99.7%
C.L. allowed regions in the |�m2

ee

|-sin2 2✓
13

plane are shown
in Fig. 4. The spectral shape from all experimental halls
is compared in Fig. 5 to the electron antineutrino survival
probability assuming our best estimates of the oscillation
parameters. The total uncertainties of both sin

2

2✓
13

and
|�m2

ee

| are dominated by statistics. The most significant
systematic uncertainties for sin2 2✓

13

are due to the relative
detector efficiency, reactor power, relative energy scale and
9Li/8He background. The systematic uncertainty in |�m2

ee

| is
dominated by uncertainty in the relative energy scale.
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FIG. 3. Upper: Background-subtracted reconstructed positron
energy spectrum observed in the far site (black points), as well as
the expectation derived from the near sites excluding (blue line) or
including (red line) our best estimate of oscillation. The spectra
were efficiency-corrected and normalized to one day of livetime.
Lower: Ratio of the spectra to the no-oscillation case. The error bars
show the statistical uncertainty of the far site data. The shaded area
includes the systematic and statistical uncertainties from the near site
measurements.

In summary, enhanced measurements of sin

2

2✓
13

and
|�m2

ee| have been obtained by studying the energy-
dependent disappearance of the electron antineutrino inter-
actions recorded in a 6.9⇥105 GW

th

-ton-days exposure.
Improvements in calibration, background estimation, as well
as increased statistics allow this study to provide the most
precise estimates to date of the neutrino mass and mixing
parameters |�m2

ee| and sin

2

2✓
13

.
Daya Bay is supported in part by the Ministry of Science

and Technology of China, the U.S. Department of Energy,
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⌫e rate and energy spectra. The best estimates were sin
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2 (black
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(shaded band, 68.3% C.L.) was consistent with measurements of
|�m2

32| using muon disappearance by the MINOS [10] and T2K [11]
experiments, converted to |�m2

ee| assuming the normal (solid) and
inverted (dashed) mass hierarchy.
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FIG. 5. Electron antineutrino survival probability versus effective
propagation distance Le↵ divided by the average antineutrino energy
hE⌫i. The data points represent the ratios of the observed
antineutrino spectra to the expectation assuming no oscillation. The
solid line represents the expectation using the best estimates of
sin

2
2✓13 and |�m2

ee|. The error bars are statistical only. hE⌫i
was calculated for each bin using the estimated detector response,
and Le↵ was obtained by equating the actual flux to an effective
antineutrino flux using a single baseline.
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between the detectors and �m2
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from Ref. [10] we found
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The reconstructed positron energy spectrum observed in the

far site is compared in Fig. 3 with the expectation based on
the near-site measurements. The 68.3%, 95.5% and 99.7%
C.L. allowed regions in the |�m2
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plane are shown
in Fig. 4. The spectral shape from all experimental halls
is compared in Fig. 5 to the electron antineutrino survival
probability assuming our best estimates of the oscillation
parameters. The total uncertainties of both sin
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and
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| is
dominated by uncertainty in the relative energy scale.

1 2 3 4 5 6 7 8

Ev
en

ts
/d

ay
 (b

kg
. s

ub
tra

ct
ed

)

2

4

6

8

10

12

14

16

18

Far site data
Weighted near site data (best fit)
Weighted near site data (no oscillation)

Reconstructed Positron Energy (MeV)
1 2 3 4 5 6 7 8

Fa
r /

 N
ea

r(w
ei

gh
te

d)

0.85

0.9

0.95
1

1.05
1.1

FIG. 3. Upper: Background-subtracted reconstructed positron
energy spectrum observed in the far site (black points), as well as
the expectation derived from the near sites excluding (blue line) or
including (red line) our best estimate of oscillation. The spectra
were efficiency-corrected and normalized to one day of livetime.
Lower: Ratio of the spectra to the no-oscillation case. The error bars
show the statistical uncertainty of the far site data. The shaded area
includes the systematic and statistical uncertainties from the near site
measurements.

In summary, enhanced measurements of sin

2

2✓
13

and
|�m2

ee| have been obtained by studying the energy-
dependent disappearance of the electron antineutrino inter-
actions recorded in a 6.9⇥105 GW

th

-ton-days exposure.
Improvements in calibration, background estimation, as well
as increased statistics allow this study to provide the most
precise estimates to date of the neutrino mass and mixing
parameters |�m2

ee| and sin

2

2✓
13

.
Daya Bay is supported in part by the Ministry of Science

and Technology of China, the U.S. Department of Energy,
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point). The adjoining panels show the dependence of ��2 on
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2
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ee| (right). The |�m2
ee| allowed region

(shaded band, 68.3% C.L.) was consistent with measurements of
|�m2

32| using muon disappearance by the MINOS [10] and T2K [11]
experiments, converted to |�m2

ee| assuming the normal (solid) and
inverted (dashed) mass hierarchy.
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FIG. 5. Electron antineutrino survival probability versus effective
propagation distance Le↵ divided by the average antineutrino energy
hE⌫i. The data points represent the ratios of the observed
antineutrino spectra to the expectation assuming no oscillation. The
solid line represents the expectation using the best estimates of
sin

2
2✓13 and |�m2

ee|. The error bars are statistical only. hE⌫i
was calculated for each bin using the estimated detector response,
and Le↵ was obtained by equating the actual flux to an effective
antineutrino flux using a single baseline.
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consistent with the fitted calibration data within a 68.3%
C.L. This �2-based approach to obtain the energy response
resulted in < 1% uncertainties of the absolute energy scale
above 2 MeV. The uncertainties of the positron response were
validated using the 53 MeV cutoff in the Michel electron
spectrum from muon decay at rest and the continuous �+�
spectra from natural bismuth and thallium decays. These
improvements added confidence in the characterization of
the absolute energy response of the detectors, although
they resulted in negligible changes to the measured mixing
parameters.

IBD candidates were selected using the same criteria
discussed in Ref. [1]. Noise introduced by PMT light emission
in the voltage divider, called flashing, was efficiently removed
using the techniques of Ref. [6]. We required 0.7 MeV
< E

p

< 12.0 MeV, 6.0 MeV < E
d

< 12.0 MeV, and 1
µs < �t < 200 µs, where E

d

is the delayed energy and
�t = t

d

� t
p

was the time difference between the prompt and
delayed signals. In order to suppress cosmogenic products,
candidates were rejected if their delayed signal occurred (i)
within a (�2 µs, 600 µs) time-window with respect to an IWS
or OWS trigger with a PMT multiplicity > 12, (ii) within
a (�2 µs, 1000 µs) time-window with respect to triggers in
the same AD with reconstructed energy > 20 MeV, or (iii)
within a (�2 µs, 1 s) time-window with respect to triggers in
the same AD with reconstructed energy > 2.5 GeV. To select
only definite signal pairs, we required the signal to have a
multiplicity of 2: no other > 0.7 MeV signal occurred within
a (t

p

� 200 µs, t
d

+ 200 µs) time-window.
Estimates for the five major sources of background

for the new data sample are improved with respect to
Ref. [9]. The background produced by the three Am-
C neutron sources inside the automated calibration units
contributed significantly to the total systematic uncertainty of
the correlated backgrounds in the 6-AD period. Because of
this, two of the three Am-C sources in each AD in EH3 were
removed during the 2012 summer installation period. As a
result, the average correlated Am-C background rate in the
far hall decreased by a factor of 4 in the 8-AD period. As
in previous publications [1, 9], this rate was determined by
monitoring the single neutron production rate from the Am-
C sources. Removal of these Am-C sources had negligible
consequences for our calibration.

Energetic, or fast, neutrons of cosmogenic origin produced
a correlated background for this study. Relaxing the prompt-
energy selection to (0.7-100) MeV revealed the fast-neutron
background spectrum above 12 MeV. Previously we deduced
the rate and spectrum of this background using a linear
extrapolation into the IBD prompt signal region. Here we used
a background-enhanced dataset to improve the estimate. We
found 6043 fast neutron candidates with prompt energy from
0.7 to 100 MeV in the 200 µs following cosmogenic signals
only detected by the OWS or RPC. The energy spectrum of
these veto-tagged signals was consistent with the spectrum
of IBD-like candidate signals above 12 MeV, and was used
to estimate the rate and energy spectrum for the fast neutron

background from 0.7 to 12 MeV. The systematic uncertainty
was estimated from the difference between this new analysis
and the extrapolation method previously employed, and was
determined to be half of the estimate reported in Ref. [6].

The methods used in Refs. [1, 6] to estimate the
backgrounds from the uncorrelated prompt-delayed pairs (i.e.
accidentals), the correlated �-n decays from cosmogenic 9Li
and 8He, and the 13C(↵,n)16O reaction, were extended to the
current 6+8 AD data sample. The decrease in the single-
neutron rate from the Am-C sources reduced the average rate
of accidentals in the far hall by a factor of 2.7. As a result,
the total backgrounds amount to about 3% (2%) of the IBD
candidate sample in the far (near) hall(s). The systematic
uncertainties in the 13C(↵,n)16O cross section and in the
transportation of the ↵ particles were reassessed through a
comparison of experimental results and simulation packages,
respectively [19]. The estimation of 9Li/8He now dominated
the background uncertainty in both the near and far halls.
The estimated signal and background rates, as well as the
efficiencies of the muon veto, ✏µ, and multiplicity selection,
✏m, are summarized in Table I.

A detailed treatment of the absolute and relative efficiencies
using the first six ADs was reported in Refs. [6, 14]. The
uncertainties of the absolute efficiencies are correlated among
the ADs and thus play a negligible role in the relative
measurement of ⌫e disappearance. The performance of
the two new ADs was found to be consistent with the
other detectors. Estimates of two prominent uncorrelated
uncertainties, the delayed-energy selection efficiency and the
fraction of neutrons captured on Gd, were confirmed for
all eight ADs using improved energy reconstruction and
increased statistics.

Oscillation was measured using the L/E-dependent disap-
pearance of ⌫e, as given by the survival probability

P = 1� cos

4 ✓
13

sin

2

2✓
12

sin

2

1.267�m2

21

L

E

� sin

2

2✓
13

sin

2

1.267�m2

eeL

E
. (1)

Here E is the energy in MeV of the ⌫e, L is the distance in
meters from its production point, ✓

12

is the solar mixing angle,
and �m2

21

= m2

2

�m2

1

is the mass-squared difference of the
first two neutrino mass eigenstates in eV2.

Recent precise measurements of the IBD positron energy
spectrum disagree with models of reactor ⌫e emission [3, 20–
22]. Here we present a technique for predicting the signal
in the far hall based on measurements obtained in the near
halls, with minimal dependence on models of the reactor
antineutrinos. In our previous measurements [9], model-
dependence was limited by allowing variation of the predicted
⌫e flux within model uncertainties, while the technique here
provides an explicit demonstration of the negligible model
dependence. A �2 was defined as

�2

=

X

i,j

(N f

j � wj ·Nn

j )(V
�1

)ij(N
f

i � wi ·Nn

i ), (2)

⇢
sin2 2✓13 = 0.084± 0.005
|�m2

ee| = (2.42± 0.11)⇥ 10�3eV 2

to appear on Phys. Rev. Lett., arXiv:1505.03456
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FIG. 3: (color online) The detected energy spectrum of the
prompt events of the far hall ADs (blue) and near hall ADs
(open circle) weighted according to baseline. The far-to-near
ratio (solid dot) with best fit θ13 value is shown in the lower
plot. In the inset is the ratio of the measured to the pre-
dicted rates in each AD vs. baseline, in which the AD4 (AD6)
baseline was shifted relative to that of AD 5 by 30 (−30) m.

tical uncertainties considered in the nH fit, the uncer-
tainty of sin2 2θ13 is 0.015, about 70% of the total in
square, which is the same for the nGd analysis. The
dominant systematic uncertainties are also independent
of the nGd analysis. For example, the delayed-energy
cut is uncoupled (uncorrelated) because the impact of
the relative energy-scale difference on the fixed-energy
threshold in the nGd analysis [3, 5, 6] is avoided with the
data-driven 3-σ cut. Further couplings are noted in the
Table II. With all uncoupled uncertainties included in
the nH fit, the uncertainty of sin2 2θ13 is 0.017 (90% of
the total in square). By conservatively taking all coupled
quantities to be fully coupled, the correlation coefficient
is about 0.05, indicating an essentially independent mea-
surement of θ13. The weighted average of nH and nGd [6]
results is 0.089± 0.008, improving the nGd result preci-
sion by about 8%.

In summary, with an nH sample obtained in the six-
AD configuration, by comparing the rates of the reactor
antineutrinos at the far and near halls at Daya Bay, we
report an independent measurement of sin22θ13 which is
in good agreement with the one extracted from the min-
imally correlated nGd sample. By combining the results
of the nH and nGd samples, the precision of sin22θ13 is
improved. In general, with different systematic issues,
results derived from nH samples will be important when

the nGd systematic uncertainty becomes dominant in the
future. It is also expected that nH analysis will enable
other neutrino measurements [18, 22].
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Wei Wang/⺩王為

θ13 Oscillation Analysis using Captures on H

• Daya Bay detectors are effectively 2-zone 
detectors for IBD detection like KamLAND — 
additional ~65% IBDs. 

• nH IBD events: lower delayed energy & longer 
correlation window, S/N~1 initially.

Accidental Subtraction Validation  

Apr. 21, 2014 Zhe Wang @ CPS 2014, Wuhan, Hubei 9 

� Real coincidence 
events rarely have 
distances > 2 m 
 

� A good accidental 
background prediction 
should faithfully 
reproduce both the 
rate and spectrum > 2 
m 
 

� Validated the 
uncertainty precisely 

¾ It is also validated by the neutron capture distribution since 
only accidentals have coincidence time longer than 1.5 ms. 

¾ Dist. and time cuts are optimized according to the far site S/N. 

10

nH Analysis Results

• All 217 days of 6-AD period


• Observed significant rate deficit at 
far site, rate analysis measures:


sin22θ13 = 0.083 +- 0.018

- an independent and consistent 

result with nGd analysis


- another precise measurement 
of sin22θ13 

"

• Spectrum distortion is consistent 
with oscillation explanation


- spectral analysis in progress

21

 Poster: An independent measurement of θ13 using Hydrogen neutron capture at Daya Bay (Bei-zhen Hu)

4

EH1 EH2 EH3
AD1 AD2 AD3 AD4 AD5 AD6

Live time (day) 191.0 191.0 189.6 189.8 189.8 189.8
Rµ (Hz) 201.0 201.0 150.6 15.73 15.73 15.73
εµεm 0.7816 0.7783 0.8206 0.9651 0.9646 0.9642
Candidates 74136 74783 69083 20218 20366 21527
Accidental rate (/AD/day) 64.96 ± 0.13 64.06 ± 0.13 57.62 ± 0.11 62.10 ± 0.06 64.05 ± 0.06 68.20 ± 0.07
Fast n rate (/AD/day) 2.09± 0.56 1.37 ± 0.40 0.10 ± 0.04
9Li/8He rate (/AD/day) 2.75± 1.38 2.14 ± 1.07 0.26 ± 0.13
241Am-13C rate (/AD/day) 0.09 ± 0.05 0.09 ± 0.05 0.09 ± 0.05 0.06 ± 0.03 0.06 ± 0.03 0.06 ± 0.03
IBD rate (/AD/day) 426.71 ± 2.36 434.09 ± 2.37 382.69 ± 2.04 47.87 ± 0.79 46.78 ± 0.79 49.02 ± 0.82
nH/nGd 0.653 ± 0.004 0.654 ± 0.004 0.658 ± 0.004 0.653 ± 0.012 0.641 ± 0.012 0.679 ± 0.013

TABLE I: Summary of the hydrogen capture data sample. All the rate quantities are corrected with εµεm. The bottom row
contains the ratio of the measured nH IBD rate to that of nGd from [6].

meter. The H-capture fraction, f , is less than unity due236

to neutron capture on Gd and C, and is estimated by237

the simulation to be 96% in the LS region and 16% in238

the GdLS region. The relative difference among ADs is239

negligible [5]. The total uncorrelated uncertainty per AD240

is 0.67% as summarized in Tab. II. The selected nH IBD241

sample is about 65% of the size of the nGd IBD sam-242

ple [6]. The ratios among ADs 1, 2, and 3 agree within243

0.6%, which provides a strong confirmation of the uncor-244

related uncertainty per AD.245

v Uncertainty Coupled

Np,v

GdLS 0.03% yes
LS 0.13% no

Acrylic 0.50% no
εep,v - 0.1% yes
εed,v - 0.5% no
εt,v - 0.14% yes
εd - 0.4% no
Combined 0.67%

TABLE II: The per detector uncorrelated uncertainty sum-
mary for each quantity and volume, v. The last column indi-
cates whether the uncorrelated uncertainties for the nH and
nGd analyses are coupled.

Fig. 3 shows a comparison of the prompt spectra of246

the far hall and the near halls weighted by the near-to-247

far baseline ratio, along with the ratio of the measured to248

predicted rates as a function of baseline. Clear evidence249

for electron anti-neutrino disappearance is observed. A250

χ2 with pull terms for nuisance parameters the same as251

[3, 5] is minimized to extract sin2 2θ13 from the detected252

nH IBD rate deficit. The value of |∆m2
31| is taken from253

MINOS [30]. The best fit is sin2 2θ13=0.083± 0.018 with254

χ2=4.5 for 4 degrees of freedom. The increase in χ2 is 20255

when θ13 is set to zero, ruling out this null assumption256

at 4.6 standard deviations. The expected Far/Near ratio257

based on the best-fit sin2 2θ13 value is compared to data258

in Fig. 3. This statistically independent measurement of259

sin2 2θ13 with nH captures provides a strong confirmation260

of the earlier measurement using nGd [6].261
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FIG. 3: (color online) The detected energy spectrum of the
prompt events of the far hall ADs (blue) and near hall ADs
(open circle) weighted according to baseline. The far to near
ratio (solid dot) with best fit θ13 value in the lower plot. In
the inset is the ratio of the measured to the predicted rates
in each AD vs. baseline, in which the AD4 (AD6) baseline is
added by 30 (-30) m.

The nH result is an independent measurement of θ13.262

Currently both the nH and nGd [6] results are statistics263

dominated. With only statistical uncertainties consid-264

ered in the nH fit, the uncertainty of sin2 2θ13 is 0.015,265

about 70% in quadrature of the total, which is the same266

for the nGd analysis. The dominant systematic uncer-267

tainties are also independent from the nGd analysis. For268

example, the delayed energy cut is uncoupled (uncorre-269

lated) because the impact of the relative energy scale270

�2/NDF = 4.5/4

➡ From the systematic perspective, nH samples are 
largely independent of nGd samples 

➡ nH based analysis shows independently 
convincing θ13 driven oscillation

Phys. Rev. D90, 071101(R) (2014) 
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A Unique Opportunity for Sterile Neutrino Searches

• Daya Bay baselines >350m ⇒ not as 

sensitive to mass-squared splittings 
greater than or around 1eV

2

5

prompt energy spectra at EH2 and EH3, each divided by the282

prediction using the EH1 spectrum.283

Two methods are adopted to set the exclusion limits in284

the (|�m2
41|, sin2 2✓14) space. The first one is a frequen-285

tist approach with a likelihood ratio as the ordering principle,286

as proposed by Feldman and Cousins [55]. For each point287

⌘ ⌘ (|�m2
41|, sin2 2✓14), the value ��2

c(⌘) encompassing a288

fraction ↵ of the events in the �2
(⌘) � �2

(⌘best) distribu-289

tion is determined. This distribution is obtained by fitting a290

large number of simulated experiments that include statistical291

and systematic variations. In order to reduce the number of292

computations, the simulated experiments are generated with-293

out any variation in ✓13, after it was verified that the depen-294

dency of ��2
c(⌘) on this parameter was negligible. The point295

⌘ is then declared to be inside the ↵ C.L. acceptance region if296

��2
data(⌘) < ��2

c(⌘).297
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FIG. 3. The exclusion contours for the neutrino oscillation parame-
ters sin2 2✓14 and |�m2

41| are shown. The red long-dash curve rep-
resents the 95% confidence level exclusion contour with Feldman-
Cousin method [55]. The black solid curve represents the 95% CLs

exclusion contour [56]. The parameter space on the right side of the
contours is excluded. For comparison, Bugey [32] 90% C.L. on ⌫e

disappearance is also shown with green dashed line.

The second method is the so-called CLs statistical298

method [56], whose detailed approach with Gaussian parent299

distribution is described in Ref. [57]. A two-hypothesis test300

is performed in the (sin2 2✓14, |�m2
41|) phase space: the null301

hypothesis H0 (standard 3-⌫ model) and the alternative hy-302

pothesis H1 (3+1-⌫ model with fixed value of sin2 2✓14 and303

|�m2
41|). The value of ✓13 is fixed with the data’s best-fit304

value for each hypothesis. Since both hypotheses have fixed305

values of sin2 2✓14 and |�m2
41|, their �2 difference follows a306

Gaussian distribution. The mean and variance of this Gaussian307

distribution can be calculated from the Asimov dataset with-308

out statistical or systematic fluctuations, which avoids massive309

computing. The CLs value is defined by:310

CLs =
1� p1
1� p0

=

1� p4⌫
1� p3⌫

, (3)

where p0 (p3⌫) and p1 (p4⌫) are the p-values for the 3-⌫ and311

4-⌫ hypothesis models respectively. CLs < 0.05 is required312

to set the 95% CLs exclusion contours.313

The 95% confidence level upper limit contour from the314

Feldman-Cousins method and the 95% CLs method exclu-315

sion contour are shown in Fig. 3. The two methods give316

comparable results. The impact of varying the IBD prompt317

energy spectrum bin size from 200 keV to 500 keV is negli-318

gible. As a comparison, Bugey’s 90% C.L. exclusion on ⌫e319

disappearance from their ratio of the positron energy spectra320

measured at 40/15 m [32] is also shown. This result pro-321

vides the most stringent limits on sterile neutrino mixing at322

|�m2
41| < 0.1 eV

2 using the electron antineutrino disappear-323

ance channel. Our results are complementary to the ⌫µ !324

⌫e appearance results from OPERA [20] and ICARUS [21].325

While the appearance mode constrains a product of the cou-326

pling of muon neutrino to the fourth-generation mass eigen-327

state and the coupling of electron neutrino to the fourth gen-328

eration mass eigenstate, the ⌫e disappearance mode only con-329

strains the latter.330

It should be noted that the choice of mass ordering that oc-331

curs as a result of introducing the fourth neutrino mass eigen-332

state has a negligible impact on the results. The same is true333

concerning the choice of neutrino mass ordering between the334

original three neutrino flavor states.335

In summary, we report on a sterile neutrino search based on336

a minimal extension of the Standard Model, the 3 (active) + 1337

(sterile) neutrino mixing model , in the Daya Bay Reactor Ex-338

periment, using the electron-antineutrino disappearance chan-339

nel. The analysis uses the relative event rate and the spectral340

comparison of three far and three near antineutrino detectors341

at different baselines from six nuclear reactors. The observed342

data is in good agreement with the standard 3-neutrino model.343

The current precision is dominated by statistics. With three344

or more years of additional data, the sensitivity to sin

2
2✓14 is345

expected to improve by a factor of two for most �m2
41 values.346

Still, the current result already yields the world’s most strin-347

gent limits on sin

2
2✓14 in the |�m41|2 < 0.1 eV2 region.348
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Light Sterile Neutrino Search Results

• All 217 days of 6-AD period


• Consistent with standard 3-flavor 
neutrino oscillation model


• Able to set stringent limits in the 
region 10-3 eV2 < Δm241 < 0.1 eV2
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FIG. 1. Comparison of the 95% CLs sensitivities (see text for details)
for various combinations of the EH’s data. The solid and dot-dashed
curves represent the sensitivity assuming a 5% and 100% uncertainty
in the reactor flux rate. The 100% uncertainty corresponds to a com-
parison of spectra only. Normal mass hierarchy is assumed for both
�m2

31 and �m2
41. The green dashed line represents Bugey’s [32]

90% C.L. on ⌫e disappearance and the magenta double-dot-single-
dashed line represents KARMEN and LSND 95% C.L. on ⌫e disap-
pearance from ⌫e-carbon cross section measurement [33].

|�m2
41| < 0.3 eV2 region.228

Three independent analyses are considered, each with a dif-229

ferent treatment of the predicted reactor antineutrino flux and230

systematic errors. The first analysis uses the predicted reac-231

tor antineutrino spectra to simultaneously fit the data from the232

three sites, very similarly to what is described in the most re-233

cent Daya Bay spectral analysis [44]. A binned log-likelihood234

method is adopted with nuisance parameters corresponding235

to the constraints from the detector response and the back-236

grounds on the one hand, and with a covariance matrix en-237

capsulating the reactor flux uncertainties as given in the Hu-238

ber [50] and Mueller [36] flux models on the other hand.239

The absolute reactor flux rate uncertainty is enlarged to 5%240

based on Ref. [37]. The fit uses sin2(2✓12) = 0.857± 0.024,241

�m2
21 = (7.50 ± 0.20) ⇥ 10

�5
eV

2 [51] and |�m2
32| =242

(2.41 ± 0.10) ⇥ 10

�3
eV

2 [52]. We adopted these values243

rather than those in Ref. [4], since the latter are obtained244

through a global fit including all available data. The values245

of sin

2
2✓14, sin2 2✓13 and |�m2

41| are unconstrained. For246

the 3+1 neutrino model, a global minimum of �2
4⌫/NDF =247

158.8/153 is obtained, while the minimum for the standard248

three-neutrino model is �2
3⌫/NDF = 162.6/155. We use the249

��2
= �2

3⌫ � �2
4⌫ distribution obtained from standard three-250

neutrino Monte Carlo samples that incorporate both statistical251

and systematic effects to assign a p-value [53]. The data are252
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FIG. 2. Prompt energy spectra observed at EH2 (top) and EH3 (bot-
tom), divided by the extrapolation from the EH1 spectrum with the
three-neutrino best fit oscillation parameters from our previous anal-
ysis. The gray band represents the uncertainty of the three-standard
neutrino oscillation prediction, which includes the statistical uncer-
tainty of the EH1 data and all the systematic uncertainties. Predic-
tions with sin2 2✓14 = 0.1 and two representative |�m2

41| values
are also shown by the dashed curves. As shown in Fig. 1, most of the
sensitivity at |�m2

41| ⇠ 4 ⇥ 10�2(4 ⇥ 10�3) eV2 comes from the
relative spectral shape comparison between EH1 and EH2 (EH3).

thus consistent with the standard three-neutrino model, and253

there is no significant signal for sterile neutrino mixing.254

The second analysis performs a purely relative comparison255

between the near and the far data. The observed near sites’256

prompt energy spectra are first unfolded into the correspond-257

ing true neutrino energy spectra. These spectra are then ex-258

trapolated to the far site based on the known baselines and259

the reactor power profiles. A covariance matrix, generated260

from a large Monte Carlo dataset incorporating both statisti-261

cal and systematic variations, is used to account for all un-262

certainties. The resulting p-value is 0.87. More details about263

this approach can be found in Ref. [54]. The third analysis ex-264

ploits both rate and spectra information in a way that is similar265

to the first method but using a covariance matrix. This matrix266

is calculated based on standard uncertainty propagation meth-267

ods, without an extensive generation of Monte Carlo samples.268

The obtained p-value is 0.74.269

The various analyses have complementary strengths. Those270

that incorporate absolute flux normalization constraints have271

a slightly higher reach in sensitivity, particularly for higher272

values of |�m2
41|. The purely relative analysis however is273

more robust against uncertainties in the predicted reactor an-274

tineutrino flux. The different treatment of systematic uncer-275

tainties provides a thorough cross-check of the results, which276

are found to be consistent for all the analyses in the region277

where the relative spectra measurement dominates the sensi-278

tivity (|�m2
41| < 0.3 eV

2). As evidenced by the reported279

p-values, no significant signature for sterile neutrino mixing280

is found by any of the methods. Fig. 2 shows the observed281
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- High sensitivity in the largely 
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independent of reactor related 
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is found by any of the methods. Fig. 2 shows the observed282

prompt energy spectra at EH2 and EH3, each divided by the283

prediction using the EH1 spectrum.284

Two methods are adopted to set the exclusion limits in285

the (|�m2
41|, sin2 2✓14) space. The first one is a frequen-286

tist approach with a likelihood ratio as the ordering principle,287

as proposed by Feldman and Cousins [55]. For each point288

⌘ ⌘ (|�m2
41|, sin2 2✓14), the value ��2

c(⌘) encompassing a289

fraction ↵ of the events in the �2
(⌘) � �2

(⌘best) distribu-290

tion is determined. This distribution is obtained by fitting a291

large number of simulated experiments that include statistical292

and systematic variations. In order to reduce the number of293

computations, the simulated experiments are generated with-294

out any variation in ✓13, after it was verified that the depen-295

dency of ��2
c(⌘) on this parameter was negligible. The point296

⌘ is then declared to be inside the ↵ C.L. acceptance region if297

��2
data(⌘) < ��2

c(⌘).298
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FIG. 3. The exclusion contours for the neutrino oscillation parame-
ters sin2 2✓14 and |�m2

41| are shown. The red long-dash curve rep-
resents the 95% confidence level exclusion contour with Feldman-
Cousin method [55]. The black solid curve represents the 95% CLs

exclusion contour [56]. The parameter space on the right side of the
contours is excluded. For comparison, Bugey [32] 90% C.L. on ⌫e

disappearance is also shown with green dashed line.

The second method is the so-called CLs statistical299

method [56], whose detailed approach with Gaussian parent300

distribution is described in Ref. [57]. A two-hypothesis test301

is performed in the (sin2 2✓14, |�m2
41|) phase space: the null302

hypothesis H0 (standard 3-⌫ model) and the alternative hy-303

pothesis H1 (3+1-⌫ model with fixed value of sin2 2✓14 and304

|�m2
41|). The value of ✓13 is fixed with the data’s best-fit305

value for each hypothesis. Since both hypotheses have fixed306

values of sin2 2✓14 and |�m2
41|, their �2 difference follows a307

Gaussian distribution. The mean and variance of this Gaussian308

distribution can be calculated from the Asimov dataset with-309

out statistical or systematic fluctuations, which avoids massive310

computing. The CLs value is defined by:311

CLs =
1� p1
1� p0

=

1� p4⌫
1� p3⌫

, (3)

where p0 (p3⌫) and p1 (p4⌫) are the p-values for the 3-⌫ and312

4-⌫ hypothesis models respectively. CLs < 0.05 is required313

to set the 95% CLs exclusion contours.314

The 95% confidence level upper limit contour from the315

Feldman-Cousins method and the 95% CLs method exclu-316

sion contour are shown in Fig. 3. The two methods give317

comparable results. The impact of varying the IBD prompt318

energy spectrum bin size from 200 keV to 500 keV is negli-319

gible. As a comparison, Bugey’s 90% C.L. exclusion on ⌫e320

disappearance from their ratio of the positron energy spectra321

measured at 40/15 m [32] is also shown. This result pro-322

vides the most stringent limits on sterile neutrino mixing at323

|�m2
41| < 0.1 eV

2 using the electron antineutrino disappear-324

ance channel. Our results are complementary to the ⌫µ !325

⌫e appearance results from OPERA [20] and ICARUS [21].326

While the appearance mode constrains a product of the cou-327

pling of muon neutrino to the fourth-generation mass eigen-328

state and the coupling of electron neutrino to the fourth gen-329

eration mass eigenstate, the ⌫e disappearance mode only con-330

strains the latter.331

It should be noted that the choice of mass ordering that oc-332

curs as a result of introducing the fourth neutrino mass eigen-333

state has a negligible impact on the results. The same is true334

concerning the choice of neutrino mass ordering between the335

original three neutrino flavor states.336

In summary, we report on a sterile neutrino search based on337

a minimal extension of the Standard Model, the 3 (active) + 1338

(sterile) neutrino mixing model , in the Daya Bay Reactor Ex-339

periment, using the electron-antineutrino disappearance chan-340

nel. The analysis uses the relative event rate and the spectral341

comparison of three far and three near antineutrino detectors342

at different baselines from six nuclear reactors. The observed343

data is in good agreement with the standard 3-neutrino model.344

The current precision is dominated by statistics. With three345

or more years of additional data, the sensitivity to sin

2
2✓14 is346

expected to improve by a factor of two for most �m2
41 values.347

Still, the current result already yields the world’s most strin-348

gent limits on sin

2
2✓14 in the |�m41|2 < 0.1 eV2 region.349
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• Daya Bay has multiple baselines whose differences 
enable searches in the range of Δm

2
~0.01-0.1eV

2
, 

independent of reactor flux models Phys. Rev. Lett. 113, 141802 (2014)
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TABLE II: Simple fitting for mass splitting ∆m2
32 and ∆m2

31

using Eqs. (11), (12), (16), and (19) in NH (or (20) in IH)
as constraints. The corresponding 2-tailed p-values increase
from that in Table I. Here the slight preference for normal
hierarchy remains.

Fit in normal hierarchy Fit in inverted hierarchy

∆m2
32 (2.46± 0.07) × 10−3 eV2 −(2.51± 0.07) × 10−3 eV2

∆m2
31 (2.53± 0.07) × 10−3 eV2 −(2.44± 0.07) × 10−3 eV2

χ2/DoF 0.96/2 1.21/2

p-value 62% 55%
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FIG. 3: Fitting results for ∆m2
32 and ∆m2

31 in normal hierar-
chy (NH) and inverted hierarchy (IH) using Eqs. (11), (12),
(16), and the T2K measurements Eq. (19) in NH (or (20) in
IH) as constraints.

the fitting results, we carried out the fitting for different
δ. The results illustrated in Fig. 4 and Fig. 5 show that
the slight favor for NH is undisturbed by different CP

phase setting.

Since neutrinos must be in either NH or IH in the three-
generation neutrino framework, we can try to combine
the two fitting results in Table II to construct a rela-
tive preference for NH and IH from the Bayesian point of
view [6]. The spirit of this Bayesian approach is adjust-
ing our estimation of the reality to the information we
gathered. In the following discussion, we denote the col-
lected experimental data by x. Consequently, P (NH|x)
and P (IH|x) stand for our subjective preference for NH
and the preference for IH based on the data, and there
must be P (NH|x) + P (IH|x) = 1.

According to Bayes’ theorem, there are

P (NH|x) =
P (x|NH) · P (NH)

P (x)

=
P (x|NH) · P (NH)

P (x|NH) · P (NH) + P (x|IH) · P (IH)
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FIG. 4: Fitting results for ∆m2
32 and ∆m2

31 in normal hier-
archy (NH) and inverted hierarchy (IH) in different setting
of the CP phase. The solid lines are for NH, and the dotted
lines are for IH.
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FIG. 5: P-values for the fitting in normal hierarchy (NH) and
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The solid line is for NH, and the dotted line is for IH.

=
P (x|NH)

P (x|NH) + P (x|IH)
, (23)

where P (NH) and P (IH) stand for our preferences for
NH and IH before we know the data, and we have used
simply P (NH) = P (IH) = 50%. From our results in
Table II, we have P (x|NH) = 62% and P (x|IH) = 55%.
Together with Eq. (23), these finally lead to our relative
preferences for NH and IH in the Bayesian viewpoint:

P (NH|x) = 53%, (24)

P (IH|x) = 47%. (25)

Thus, the preference ratio of normal vs. inverted mass
hierarchy is 53% vs. 47% in the Bayesian approach.

6

 (MeV)visE
2 4 6 8 10

re
al

/E
re

c
E

0.96

0.98

1

1.02
real
IH/Erec

IHE

real
NH/Erec

NHE

FIG. 5: The ratio of Erec to Ereal for the case of IH based
on Eq. (8) (solid line) is shown w.r.t the visible energy Evis.
The dotted line shows the ratio of Erec to Ereal for the case
of NH.

from Eq. (1). In this case the analysis of the spectrum
would lead to an obviously wrong MH. Since the exact
value of |∆m2

32| is not known, we must consider in Eq. (8)
all allowed values of |∆′m2

32| including those that mini-
mize the ratio Erec/Ereal.

Fig. 5 shows the ratio Erec/Ereal versus the visible
energy (solid line) with the energy scale distortion de-
scribed by Eq. (8) where |∆′m2

32| was chosen so that this
ratio is one at high Evis. Comparing the medium en-
ergy region (2 MeV < Evis < 4 MeV) with the higher
energy region (Evis > 4 MeV), the average Erec/Ereal

is larger than unity by only about 1%. In addition, the
same argument similar to Eq. (8) applies to the NH case
as well. The ratio Erec/Ereal versus the visible energy
(dotted line) of NH is also shown in Fig. 5. Therefore,
to ensure the MH’s discovery potential from such an ex-
periment, the non-linearity of energy scale (Erec/Ereal)
needs to be controlled to a fraction of 1% in a wide range
of Evis. This requirement should be compared with the
current state-of-art 1.9% energy scale uncertainty from
KamLAND [31]. Therefore, nearly an order of magni-
tude improvement in the energy scale determination is
required for such a measurement to succeed.

UNCERTAINTIES IN |∆m2
32|

The current primary method to constrain |∆m2
32| is

the νµ disappearance experiment. However, similar to
the ν̄e disappearance case as in Eq. 1, the νµ disappear-

CPδ
-2 0 2

)2
 (e

V
φ2

 m
∆
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0.15
-310×  1.5 GeV + 810 kmµν

 3 MeV + 10 kmeν

FIG. 6: The dependence of effective mass-squared difference
∆m2

eeφ (solid line) and∆m2
µµφ (dotted line) w.r.t. the value of

δCP for ν̄e and νµ disappearance measurements, respectively.

ance measurement in vacuum 3 would also measure an
effective mass-squared difference rather than |∆m2

32| di-
rectly. The corresponding effective mass-squared differ-
ence is smaller than that in the ν̄e case, basically since
in the Eq. (2) the cosine squared of θ12 is replaced by
the sine squared. Also, in this case, the effective mass-
squared difference will depend not only on ∆21, θ12, but
also on θ13, θ23, as well as on the unknown CP viola-
tion phase δCP . The effective mass-squared differences
from νµ and νe disappearance w.r.t. the value of δCP are
shown in Fig. 6. The difference in ∆m2

φ between the νµ
and νe channels actually opens a new path to determine
the MH. This possibility was discussed earlier in Refs.
[32, 33]. It was stressed there that the difference in fre-
quency shifts 2∆32 ± φ has opposite signs for the ν̄e and
νµ disappearance in the normal or inverted hierarchies.
Such a measurement would require that 2∆32±φ is mea-
sured to a fraction of∆m2

eeφ−∆m2
µµφ level (5×10−5 eV 2)

in both channels. In the current ∼ 60 km configuration,
the knowledge of |∆m2

32| enters through the penalty term
in Eq. (5). Therefore, in order for knowledge of |∆m2

32|
to have a significant impact to the determination of MH,
the ∆32 ± φ in νµ channel should also be measured to a
fraction of ∆m2

eeφ − ∆m2
µµφ level, which is well beyond

the reach of T2K [34] and NOνA [35] νµ disappearance
measurements 4.

3 In practice, the uncertainty in the matter effect would introduce
only a systematic uncertainty. The strength of the effect in νµ
disappearance is close to that of changing |∆m2

32
| by a few times

of 10−6eV 2.
4 The projected 1-σ uncertainties on |∆m2| = |∆m2

32
±∆m2

µµφ/2|

from T2K and NOνA are about 5.3× 10−5 eV2.
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Mass Hierarchy Resolution in Reactor Anti-neutrino Experiments:
Parameter Degeneracies and Detector Energy Response
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Determination of the neutrino mass hierarchy using a reactor neutrino experiment at ∼60 km
is analyzed. Such a measurement is challenging due to the finite detector resolution, the absolute
energy scale calibration, as well as the degeneracies caused by current experimental uncertainty of
|∆m2

32|. The standard χ2 method is compared with a proposed Fourier transformation method. In
addition, we show that for such a measurement to succeed, one must understand the non-linearity
of the detector energy scale at the level of a few tenths of percent.

PACS numbers:

INTRODUCTION AND DEGENERACY CAUSED

BY THE UNCERTAINTY IN ∆m2
atm

Reactor neutrino experiments play an extremely im-
portant role in understanding the phenomenon of neu-
trino oscillation and the measurements of neutrino mix-
ing parameters [1]. The KamLAND experiment [2] was
the first to observe the disappearance of reactor anti-
neutrinos. That measurement mostly constrains solar
neutrino mixing ∆m2

21 and θ12. Recently, the Daya
Bay experiment [3] established a non-zero value of θ13.
sin2 2θ13 is determined to be 0.092 ± 0.016 (stat) ± 0.005
(sys). The large value of sin2 2θ13 is now important in-
put to the design of next-generation neutrino oscillation
experiments [4, 5] aimed toward determining the mass
hierarchy (MH) and CP phase.

It has been proposed [6, 7] that an intermediate L∼20-
30 km baseline experiment at reactor facilities has the
potential to determine the MH. Authors of Ref. [8] and
Ref. [9, 10] studied a Fourier transformation (FT) tech-
nique to determine the MH with a reactor experiment
with a baseline of 50-60 km. Experimental considerations
were discussed in detail in Ref. [10]. On the other hand,
it has also been pointed out that current experimental
uncertainties in |∆m2

32| may lead to a reduction of sensi-
tivity in determining the MH [11–13]. Encouraged by the
recent discovery of large non-zero θ13, we revisit the fea-
sibility of intermediate baseline reactor experiment, and
identify some additional challenges.

The disappearance probability of electron anti-
neutrino in a three-flavor model is:

P (ν̄e → ν̄e) = 1− sin2 2θ13(cos
2 θ12 sin

2 ∆31 + sin2 θ12 sin
2 ∆32)− cos4 θ13 sin

2 2θ12 sin
2 ∆21

= 1− 2s213c
2
13 − 4c413s

2
12c

2
12 sin

2 ∆21 + 2s213c
2
13

√

1− 4s212c
2
12 sin

2 ∆21 cos(2∆32 ± φ) (1)

where ∆ij ≡ |∆ij | = 1.27|∆m2
ij|

L(m)
E(MeV ) , and

sinφ =
c212 sin 2∆21

√

1− 4s212c
2
12 sin

2 ∆21

cosφ =
c212 cos 2∆21 + s212

√

1− 4s212c
2
12 sin

2 ∆21

. (2)

In the second line of Eq. (1), we rewrite the formula us-
ing the following notations: sij = sin θij , cij = cos θij ,
and using ∆31 = ∆32 + ∆21 for normal mass hierar-
chy (NH), ∆31 = ∆32 − ∆21 for inverted mass hierar-

chy (IH), respectively. Therefore, the effect of MH van-
ishes at the maximum of the solar oscillation (∆21 =
π/2 1), and will be large at about ∆21 = π/4. Fur-
thermore, we can define ∆m2

φ(L,E) = φ
1.27 · E

L
as the

effective mass-squared difference, whose value depends
on the choice of neutrino energy E and baseline L. Since
|∆m2

32| is only known with some uncertainties (|∆m2
32| =

(2.43 ± 0.13) × 10−3eV 2 [14] or more recently |∆m2| =

1 This is true for ∆21 = nπ/2, with n being an integer.

1

84% CL. Even though they overlap the mass hierarchy can
be determined to the extent that one can discriminate if
!e! ! !m2"ee# $!m2"!!# is positive (normal hier-
archy) or negative (inverted hierarchy). Throughout this
section we use the following values for the solar oscillation
parameters: !m2

21 % 8:0& 10$5 eV2 and sin2"12 % 0:31
[15], unless stated otherwise.

A few remarks are in order:
(1) The dependence of the fractional uncertainty of

!m2"ee# which is proportional to "sin22"13#$1 [23]
is clearly visible in Fig. 1.

(2) !m2"!!# varies as a function of sin22"13 because
of the three-flavor effect in the disappearance proba-
bility P"#! ! #!#, see Eq. (4). Note, however, that
the relative uncertainty with respect to its central
value is independent of "13.

(3) The three panels in Fig. 1, which correspond to
different values of $, indicate that the discriminating
sensitivity of the mass hierarchy depends upon $ in
an interesting way. The sensitivity is highest (low-
est) at $ % % (0 or 2%), see Eq. (4).

To quantify the sensitivity region for the resolution of
the mass hierarchy we define the probability distribution
function Pdiff"&# of the difference & ! !m2"ee# $
!m2"!!#. Then the region of parameter which gives
positive & at >90%,>95%, and>99% CL are determined
by the condition

 

Z 1
0
d&Pdiff"&# % 0:9; 0:95; 0:99: (9)

Assuming that !m2"ee# and !m2"!!# are Gaussian dis-
tributed,4 Pe"!m2"ee## and P!"!m2"!!##, with the aver-

age values !m2"ee# and !m2"!!# and widths 'e and '!,
respectively, Pdiff is also a Gaussian distribution with

average value !m2"ee# $ !m2"!!# and width
!!!!!!!!!!!!!!!!!!!
'2

e ' '2
!

q
.

Using the precision for the determination of !m2"!!#
and !m2"ee# obtained in Secs. II and III, it is straightfor-
ward to determine the sensitivity regions. In Fig. 2 we
present the sensitivity regions in the space spanned by

0
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FIG. 2 (color online). Sensitivity regions in the sin22"13-$
plane in which the mass hierarchy can be resolved at >90%
(outer shaded region),>95% (middle shaded region), and>99%
(inner shaded region) CL by the method of comparing the two
disappearance measurements. The uncertainty on !m2"ee# is
roughly given by "0:3=sin22"13#% under the assumed 0.2%
systematic error and the uncertainty on !m2"!!# is assumed
to be 0.5%. Here the current best fit value sin2"12 % 0:31, is
used.
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FIG. 1 (color online). Allowed regions for !m2"ee# (shaded area) and !m2"!!# (bands delimited by two solid and dashed curves)
by measurement using the recoilless resonant "#e absorption reaction and the T2K II experiment, respectively, are plotted as functions
of sin22"13. The input value of !m2"ee# % 2:5& 10$3 eV2 is assumed. The solid (dashed) curve for !m2"!!# denotes the case of
normal (inverted) mass hierarchy. The left, the middle, and the right panels are for the input values of $ % %, $ % %=2 or 3%=2, and
$ % 0 or 2%, respectively.

4In good approximation, the (2 distribution of !m2"ee# is
Gaussian as far as we exploit the setting discussed in [23].

MINAKATA, NUNOKAWA, PARKE, AND ZUKANOVICH FUNCHAL PHYSICAL REVIEW D 74, 053008 (2006)

053008-4

P⌫µ!⌫µ = 1� Pµ
21 � cos

2 ✓13 sin
2
2✓23 sin

2 (�m2
32 ± �)L

4E

Minakata et al PRD74(2006), 053008 Zhang&Ma, arXiv:1310.4443

Qian et al, PRD87(2013)3, 033005
Because it could, potentially, tell MH!

But it is too hard of a job from this approach.
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Wei Wang/⺩王為

Known θ13 Enables Neutrino Mass Hierarchy at Reactors

• How to resolve neutrino mass hierarchy using 
reactor neutrinos 

– KamLAND (long-baseline) measures the solar sector 
parameters 

– Short-baseline reactor neutrino experiments designed 
to utilize the oscillation of atmospheric scale 

✓ Both scales can be studied by observing the 
spectrum of reactor neutrino flux

13
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Figure 2: The reactor ν̄e energy spectrum at distance L = 20 km from the source, in the absence of
ν̄e oscillations (double-thick solid line) and in the case of ν̄e oscillations characterized by ∆m2

31 =
2.5 × 10−3 eV2, sin2 2θ⊙ = 0.8 and sin2 θ = 0.05. The thick lines are obtained for ∆m2

⊙ = 2 × 10−4

eV2 and correspond to NH (light grey) and IH (dark grey) neutrino mass spectrum. Shown is also the
spectrum for ∆m2

⊙ = 6 × 10−4 eV2 in the NH (dotted) and IH (dashed) cases.

Applying eq. (17) with ∆m2 = ∆m2
31, one sees that for the ranges of L which allow to probe

∆m2
⊙ from the LMAMSW solution region, the total event rate is not sensitive to the oscillations driven

by ∆m2
31 ∼> 1.5 × 10−3 eV2. Thus, the total event rate analysis would determine ∆m2

⊙ which would
be the same for both the normal and inverted hierarchy neutrino mass spectrum.
4.2 Energy Spectrum Distortions

An unambiguous evidence of neutrino oscillations would be the characteristic distortion of the
ν̄e energy spectrum. This is caused by the fact that, at fixed L, neutrinos with different energies reach
the detector in a different oscillation phase, so that some parts of the spectrum would be suppressed
more strongly by the oscillations than other parts. The search for distortions of the ν̄e energy spectrum
is essentially a direct test of the ν̄e oscillations. It is more effective than the total rate analysis since it
is not affected, e.g., by the overall normalization of the reactor ν̄e flux. However, such a test requires a
sufficiently high statistics and sufficiently good energy resolution of the detector used.

Energy spectrum distortions can be studied, in principle, in an experiment with L ∼= (20 − 25)
km. In Fig. 2 we show the comparison between the ν̄e spectrum expected for ∆m2

⊙ = 2 × 10−4 eV2

and ∆m2
⊙ = 6 × 10−4 eV2 and the spectrum in the absence of ν̄e oscillations. No averaging has been

performed and the possible detector resolution is not taken into account. The curves show the product
of the probabilities given by eqs. (9) and (13) and the predicted reactor ν̄e spectrum [36]. As Fig.
2 illustrates, the ν̄e spectrum in the case of oscillation is well distinguishable from that in the absence
of oscillations. Moreover, for ∆m2

⊙ lying in the interval 10−4 eV2 < ∆m2
⊙ ∼< 8.0 × 10−4 eV2, the

shape of the spectrum exhibits a very strong dependence on the value of ∆m2
⊙. A likelihood analysis

of the data would be able to determine the value of ∆m2
⊙ from the indicated interval with a rather good

precision. This would require a precision in the measurement of the e+−spectrum, which should be
just not worse than the precision achieved in the CHOOZ experiment and that planned to be reached in

8

Petcov&Piai, Phys. Lett. B533 (2002) 94-106

L~20km

✓Mass hierarchy is reflected in the spectrum
✓Signal independent of the unknown CP phase

the KamLAND experiment. If the energy bins used in the measurement of the spectrum are sufficiently
large, the value of ∆m2

⊙ thus determined should coincide with value obtained from the analysis of the
total event rate and should be independent of ∆m2

31.

5 Normal vs. Inverted Hierarchy
In Fig. 2 we show the deformation of the reactor ν̄e spectrum both for the normal and inverted

hierarchy neutrino mass spectrum: as long as no integration over the energy is performed, the deforma-
tions in the two cases of neutrino mass spectrum can be considerable, and the sub-leading oscillatory
effects driven by the atmospheric mass squared difference (see the first and the third line of eqs. (9) -
(13)) can, in principle, be observed. They could be used to distinguish between the two hierarchical pat-
terns, provided the solar mixing is not maximal 5, sin2 θ is not too small and∆m2

31 is known with high
precision. It should be clear that the possibility we will be discussing next poses remarkable challenges.

The experiment under discussion could be in principle an alternative to the measurement of
the sign of ∆m2

31 in long (very long) baseline neutrino oscillation experiments [21, 22, 23] or in the
experiments with atmospheric neutrinos (see, e.g., [24]).

The magnitude of the effect of interest depends, in particular, on three factors, as we have already
pointed out:

• the value of the solar mixing angle θ⊙: the different behavior of the two survival probabilities
is due to the difference between sin2 θ⊙ and cos2 θ⊙; correspondingly, the effect vanishes for
maximal mixing; thus, the more the mixing deviates from the maximal the larger the effect;

• the value of sin2 θ, which controls the magnitude of the sub-leading effects due to ∆m2
31 on the

∆m2
⊙−driven oscillations: the effect of interest vanishes in the decoupling limit of sin2 θ → 0;

• the value of∆m2
⊙ (see Fig. 1): for given L and∆m2

⊙ the difference between the spectrum in the
cases of normal and inverted hierarchy is maximal at the minima of the survival probability, and
vanishes at the maxima.

A rough estimate of the possible difference between the predictions of the event rate spectrum
for the two hierarchical patterns, is provided by the ratio between the difference and the sum of the two
corresponding probabilities at ∆m2

⊙L = 2πEν :

PNH − PIH

PNH + PIH
=

2 cos 2θ⊙ sin2 θ cos2 θ

1 − 2 sin2 θ cos2 θ − cos4 θ sin2 2θ⊙
cos π

∆m2
31

∆m2
⊙

. (19)

The ratio could be rather large: the factor in front of the cos π ∆m2
31/∆m2

⊙ is about 25% for sin2 2θ⊙ =
0.8 and sin2 θ = 0.05.

The actual feasibility of the study under discussion depends crucially on the integration over
(i.e., the binning in) the energy: for the effect not to be strongly suppressed, the energy resolution of
the detector ∆Eν must satisfy:

∆Eν ∼<
4π E2

ν

∆m2
31 L

≃
2 ÷ 6 × 104 eV3

∆m2
31 (L/km)

. (20)

5It would be impossible to distinguish between the normal and inverted hierarchy neutrino mass spectrum if for given
∆m2

⊙ > 10−4 eV2 and sin2 2θ⊙ ̸= 1, the LMA solution region is symmetric with respect to the change θ⊙ → π/2 − θ⊙
(cos 2θ⊙ → − cos 2θ⊙). While the value of sin2 2θ⊙ is expected to be measured with a relatively high precision by the
KamLAND experiment, the sign of cos 2θ⊙ will not be fixed by this experiment. However, the θ⊙ − (π/2 − θ⊙) ambiguity
can be resolved by the solar neutrino data. Note also that the current solar neutrino data disfavor values of cos 2θ⊙ < 0 in the
LMA solution region (see, e.g., [5, 6, 10]).

9

Realization&Plausibility: L. Zhan et al, PRD.78.111103; J. Learned et al PRD.78.071302

∝sin22θ13
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Challenges in Resolving MH using Reactor Sources

• Energy resolution: ~3%/sqrt(E) 

- Bad resolution leads to smeared 
spectrum and the MH signal 
practically disappears 

• Energy scale uncertainty: <1% 

- Bad control of energy scale could 
lead to no answer, or even worse, a 
wrong answer 

• Statistics (who doesn’t like it?) 

- ~36GW thermal power, a 20kt 
detector plus precise muon tracking 
to get the best statistics 

• Reactor distribution: <~0.5km 

- If too spread out, the signal could go 
away due to cancellation of different 
baselines 

- JUNO baseline differences are within 
half kilometer.

14

Figure 2: The variation (left panel) of the MH sensitivity as a function of the baseline
difference of two reactors and the comparison (right panel) of the MH sensitivity for the
ideal and actual distributions of the reactor cores.

Figure 3: Two classes of typical examples for the residual non-linear functions in our
simulation.

and baseline distribution of each core of the Yangjiang (YJ) and Taishan (TS) nuclear
power plant, shown in Table 1. The remote reactors in the Daya Bay (DYB) and the
possible Huizhou (HZ) power plant are also included. The reduction of sensitivity due to
the actual distribution of reactor cores is shown in the right panel of Figure 2, which gives
a degradation of ∆χ2

MH ≃ 5. In all the following studies, the actual spacial distribution
of reactor cores for the Daya Bay II Experiment is taken into account.

4 Energy Non-Linearity Effect

The detector energy response is also crucial for Daya Bay II since a precise energy spec-
trum of reactor neutrinos is required. Assuming the energy non-linearity correction is
imperfect, we study its impact to the sensitivity by including in our simulation a residual
non-linearity between the measured and expected neutrino spectra. Assume the detector

6

Y.F. Li et al 
PRD88(2013)013008
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Jiangmen Underground Neutrino Observatory

15

“Work has started on a huge 
underground neutrino lab in 
China. The $330m Jiangmen 
Underground Neutrino 
Observatory (JUNO) is being 
built in Kaiping City, 
Guangdong Province, in the 
south of the country around 
150 km west of Hong Kong. 
When complete in 2020, 
JUNO is expected to run for 
more than 20 years, studying 
the relationship between the 
three types of neutrino: 
electron, muon and tau.”

http://english.ihep.cas.cn/rs/fs/juno0815


哈尔滨⼯工业⼤大学物理系30周年⺩王为

A Medium-Baseline Reactor Neutrino Experiment

16

Previously proposed 
JUNO site, not suitable 
due to its complicate 
baselines

Yangjiang

Taishan

Chin
es

e S
NS

Daya Bay

JU
NO

Sun Yat-Sen Univ

Macau

Hong 
Kong

Jiangmen City

Yangjiang Taishan

Status under constr. under constr.

Power/GW 17.4 18.4
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Surface Facilities: Look into the Near Future……

17
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Go 700m Underground

18

Groundbreaking on Jan 10, 2015 
• Slopped tunnel: ~490m already 
• Vertical shaft: ~75m already

Slope tunnel 
1340m

Vertical shaft 
581m

Underground 
lab space: 
~5600 m2
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Slope Tunnel Progress

19

 

11 

Slope Tunnel As of July 6, digging 422 meters (of 1340.6 meters) 
Roughly 4 meters/day 
Rock type-III 
Little underground water leakage 

491m on July 26
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Vertical Shaft Groundbreaking and Progress

20

Vertical shaft 
• As of June 6, 

digging 34.5 meters 
with temporary 
rigging devices (of 
611 meters) 

• More powerful 
rigging system 
installation was not 
completed yet 

• 80~100 
meters/month after 
that 

• Rock type-III 
 

15 

75m on July 26



NuFACT’15, August 2015Wei Wang/⺩王為Wei Wang

The Underground Detector System of JUNO

• A 55x48x27 m3 main 
experimental hall and 
other halls&tunnels 
for electronics, LS, 
water, power, refuge 
and other facility 
rooms. 

• A 20kt spherical 
liquid scintillator 
detector 

• The muon veto system 
combines a 
cylindrical water 
Cherenkov detector 
(~42.5m in diameter 
and depth ) and the 
OPERA calorimeters 
on the top to provide 
tracking information

21



NuFACT’15, August 2015Wei Wang/⺩王為Wei Wang

A Conceptual Design of the Detector is Formed

To reach ~3%/√E energy resolution, 

– Obtain as many photons as 
possible → high light yield 
scintillator, high photocathode 
coverage, and high detection 
efficiency PMTs  

– Keep the detector as uniform as 
possible → a spherical detector 

– Keep the noise as low as possible 
→ clean materials and quiet 
PMTs 

22

Energy leakage &  
non-uniformity

Noise
(~background)

Photon 
statistics

LS: Φ34.5m

PMT support: Φ37.5m

Muon detector 

~15000  20” PMTs coverage: ~80%

Stainless steel tank or truss

Mineral oil or water buffer

Water Cherenkov veto and radioactive

Figure 4. The example curves for the non-linear model. See text for more explanations.

assumed to be flat. A 50% rate uncertainty is adopted. For a-N background, we expects ⇠6300
events, which is scaled from the KamLAND numbers. The energy spectrum is assumed to be the
same as measured in Daya Bay. A 20% rate uncertainty is adopted. For geoneutrino, we expects
⇠3600 events, which is scaled from the KamLAND. A 10% rate uncertainty is assumed. We took
the theoretical spectrum. For all the backgrounds above, we currently neglect the spectrum shape
related uncertainties.

2.3 Impact of detector energy responses

In order to study the effect of non-linear energy scale uncertainties, we have assumed 3 types of
energy models:

1. Model I:
The non-linear model set by Eq. 2.1, also shown as the blue curve in Fig. 4

2. Model II:
An linear shift in absolute energy scale uncertainty of 1%, sscale = 1%.

3. Model III:
The current preliminary Daya Bay non-linear model.

With the above 3 different energy scale models, we first perform a baseline scan. Fig. 5 shows the
sensitivity evolution with respect to baselines. Depending on the particular energy response models,
best baselines vary between 40km and 60km, which is consistent with other groups’ findings.

Now, let us examine the effect of energy resolution. For energy resolution, we have set up the
following generic model,

DE
E

=

r
a2 +

b2

E
+

c2

E2 . (2.3)

Where DE is the energy resolution at total visible energy E, a is due to energy leakage and detector
non-uniformity, c is due to background and noises and b is the term that depends photo-electron

– 7 –
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The Detector Performance Goals

23

Daya Bay BOREXINO KamLAND JUNO

Target Mass 20t ~300t ~1kt	 ~20kt 

PE Collection
~160  

PE/MeV
~500	  

PE/MeV	 
~250  

PE/MeV
~1200  

PE/MeV

Photocathode 
Coverage

~12% ~34% ~34% ~80%

Energy 
Resolution

~7.5%/√E ~5%/√E ~6%/√E 3%/√E

Energy 
Calibration

~1.5% ~1% ~2% <1%

➡ An unprecedented LS detector is under development for the JUNO 
project —> a great step in detector technology
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The JUNO Detector Design

24

• JUNO central detector 
design: a 35m 
diameter acrylic 
sphere holds the LS 

• Stainless truss 
provides mechanical 
supports to the acrylic 
sphere and the PMTs 

• Water Cherenkov 
detector with top 
tracker functions as 
the muon veto and 
reconstruction system 

• Underwater 
electronics is the 
current baseline
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More Light: Photocathode Coverage

25

  8

3inch PMT (1)
Xinying Li, Doc 781
Miao He, Doc 788, 864

Anatael Cabrera (CNRS-IN2P3 & APC)

how does it look? (our MC geometry) 10

2x SPMT per LPMT: ~17k (20” PMT) ⇔ ~35k (3” PMT) (at most)

•each LPMT geometrically surrounded by 6x SPMTs→ redundancy

HARDWARE not settled (R&D on LPMT & SPMT still preliminary)… 
•MC uses “reasonable” (but not optimal/realistic) performance
•SPMT: cheap, fast (σ≤1ns), low noise & higher QExCE
•LPMT: expensive, slow (σ≤10ns), high noise & lower QExCE

SNiPER’s

engineer 
geometrical 
constraints 
(on board)

More details on the 3” PMT 
design in parallel session by 
Yury Gornushkin

• Plan A: 20” MCP-PMT 

• Plan B: 10” Photonis China 

• Plan C: 20” SBA Hamamatsu
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More Light: More Transparent LAB-based Liquid Scintillator

• There are a few key 
points about liquid 
scintillator: light yield, 
optical transparency 
and radioactive purity 

– To improve optical 
transparency and reduce 
radioactive impurity, 
purification is needed 

– Various vendors’ samples 
are being tested, >20m 
(at 430nm) attenuation 
lengths achievable in lab 
with PPO and bis-MSB.

26

– Various groups are doing 
studies. All see space for 
improvements and R&D 
activities are ongoing in 
parallel.

• Jintung  lower b.p. LAB, 201406     A.L.= 15m 
• Jintung LAB, 201411      A.L.= 15m 
• Jintung LAB, 201412       A.L.= 23m 
• Jintung LAB, 201503, lower bromine number  A.L.= 17m 
• Jintung LAB, 201503, new product    A.L.= 20m 
• Jintung special LAB, 201505     A.L.= 22m 

 

13 
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Better Precision: Scintillator Energy Response Understanding

27

2.5cm
6.5cm θ

8mm 9mm

4.7cm

LS	  is	  filled	  in	  a	  d=5cm	  and	  
h=5cm	  cup.	  One	  PMT	  is	  under	  
this	  cup.

5cm

Scintillator-‐PMT.	  A	  
short	  line	  is	  plotted	  on	  
the	  PMT	  to	  assist	  
aiming.

60cm

Collimator

7	  	  LaBr-‐PMT

Setup I: IHEP

Setup II: TUM
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Better Precision: Calibration System Conceptual Designs

• Point radioactive source 
calibration systems 

– An automatic rope system is 
the most primary source 
delivery system 

– A ROV to be more versatile 

– A guide tube system to cover 
the boundaries and near 
boundary regions 

• A UV laser system being 
design to calibrate the LS 
properties in situ 

• Also considering short-lived 
diffusive radioactive sources 
to calibrate the detector 
response

28

A-B rope 
synchronous 
motion

A

B

Motor	  A

Motor	  B

sources

All-‐in-‐one	  ROV

Programable	  Laser Beam	  
splitter Movable	  along	  

central	  axis

Diffuser	  ball

Fixed	  location Fixed	  location

UV	  fiber	  bundle	  

Intensity	  
monitor

electronics
EXT	  trigger

sources
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Veto System Considerations and Designs

• Veto is not just a veto. Besides radioactive background 
shielding, we also need tracking information to better 
understand and remove cosmogenic backgrounds 

- The main body is the water Cherenkov detector 

- OPERA scintillator calorimeters will be moved to JUNO 
as the Top Tracker (TT) 

• Earth magnetic field compensation coils are being designed 
together with the veto system design 

• Radon removal, control and monitoring are under study

29

Muon track
Top tracker

Water Pool

Water Pool

Water Pool muon

AD

Rock muon

Rock

n

Central Detector muon
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Putting Everything Together (Simulation)

• A framework SNiPER is developed at IHEP for the need of non-collider 
experiments. Major components of the JUNO central detector are 
implemented 

• Assumptions: PMT QE 35%; LS light yield 10.4k photons/MeV and  
Lattn = 20m @430nm

30

• Simulation suggests 
that effective 
photocathode 
coverage can reach 
~75% after 
considering the 
(current) support 
structures.  

• A ~3%/√E energy 
resolution is 
plausible based on 
simulation.
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Expected Significance to Mass Hierarchy

•~3-sigma if only a relative spectral 
measurement without external 
atmospheric mass-squared splitting 

•~4-sigma with an external Δm2 
measured to ~1% level in νμ beam 
oscillation experiments 

- ~1% in Δm2 is reachable based on the 
combined T2K+NOvA analysis by  
S.K. Agarwalla, S. Prakash, WW, arXiv:
1312.1477 

• (Side remark: What is the global 
picture considering the inputs from 
PINGU and ORCA? NuFACT’16?)

31

✓Realistic reactor distributions considered
✓20kt valid target mass, 36GW reactor power, 6-year running
✓3% energy resolution and 1% energy scale uncertainty assumed
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JUNO Precision Measurements Warranted

• Precision <1% measurements are warranted 
in a experiment like JUNO 

– Enable a future ~1% level PMNS unitarity test  

– Neutrinoless double beta decay needs precise θ12

32

Consistent conclusion from an independent study by A.B. 
Balantekin et al, Snowmass’13, arXiv:1307.7419

Figure 3-5: The precision of sin2 θ12 with the rate plus shape information (solid curve) and rate-
only information (dashed curve).

Figure 3-6: Dependence of the precision of sin2 θ12, ∆m2
21 and ∆m2

ee with the neutrino energy
resolution.
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Nominal + B2B (1%) + BG + EL (1%) + NL (1%)
sin2 θ12 0.54% 0.60% 0.62% 0.64% 0.67%
∆m2

21 0.24% 0.27% 0.29% 0.44% 0.59%
|∆m2

ee| 0.27% 0.31% 0.31% 0.35% 0.44%

Table 3-2: Precision of sin2 θ12, ∆m2
21 and |∆m2

ee| from the nominal setup to those including
additional systematic uncertainties. The systematics are added one by one from left to right.

In the following a study of the effects of important systematic errors, including the bin-to-bin (B2B)
energy uncorrelated uncertainty, the energy linear scale (EL) uncertainty and the energy non-linear
(NL) uncertainty, will be discussed and the influence of background (BG) will be presented. As a
benchmark, 1% precision for all the considered systematic errors is assumed. The background level
and uncertainties are the same as in the previous chapter for the MH determination. In Table 3-
2, we show the precision of sin2 θ12, ∆m2

21 and |∆m2
ee| from the nominal setup to those including

additional systematic uncertainties. The systematics are added one by one. Note the energy-related
uncertainties are more important because the sensitivity is mostly from the spectrum distortion
due to neutrino oscillations.

In summary, for the precision measurements of oscillation parameters, we can achieve the preci-
sion level of 0.5%−0.7% for the three oscillation parameters sin2 θ12, ∆m2

21 and |∆m2
ee|. Therefore,

precision tests of the unitarity of the lepton mixing matrix in Eq. (3.1), and the mass sum rule in
Eq. (3.4) are feasible at unprecedented precision levels.

3.3 Tests of the standard three-neutrino paradigm

In this section, the strategy for testing the standard three-neutrino paradigm including the unitarity
of the lepton mixing matrix and the sum rule of the mass-squared differences will be discussed.
As only the lepton mixing elements of the electron flavor are accessible in reactor antineutrino
oscillations, we here focus on testing the normalization condition in the first row of U as shown in
Eq. (3.1). It should be noted that the θ12 measurement in JUNO is mainly from the energy spectrum
measurement, and θ13 in Daya Bay is from the relative rate measurement. Therefore, an absolute
rate measurement from either reactor antineutrino experiments or solar neutrino experiments is
required to anchor the total normalization for the first row of U . For the test of the mass sum rule,
an additional independent mass-squared difference is needed, where the most promising one is that
from the long-baseline accelerator muon-neutrino disappearance channel, i.e., ∆m2

µµ.
To explain non-zero neutrino masses in new physics beyond the Standard Model (SM), a large

class of models introduces additional fermion singlets to mix with the SM neutrinos. Thus the full
neutrino mixing matrix will be enlarged, and an effective 3× 3 non-unitary mixing matrix emerges
when one integrates out all those heavy fermion singlets (i.e., sterile neutrinos). The distinct effects
within this class of SM extensions are well described by an effective field extension of the SM, called
the Minimal Unitarity Violation (MUV) scheme. The MUV extension of the SM, characterized by
two non-renormalizable effective operators, is defined as

LMUV = LSM + δLd=5 + δLd=6

= LSM +
1

2
cd=5
αβ

(
Lc

αφ̃
∗
)(

φ̃† Lβ

)
+ cd=6

αβ

(
Lαφ̃

)
i ̸ ∂

(
φ̃†Lβ

)
+H.c. , (3.9)

where φ denotes the SM Higgs field, which breaks the electroweak (EW) symmetry spontaneously
after acquiring the vacuum expectation value (vev) vEW ≃ 246GeV, and Lα represents the lepton
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∆m2
21 |∆m2

31| sin2 θ12 sin2 θ13 sin2 θ23
Dominant Exps. KamLAND MINOS SNO Daya Bay SK/T2K
Individual 1σ 2.7% [121] 4.1% [123] 6.7% [109] 6% [122] 14% [124,125]
Global 1σ 2.6% 2.7% 4.1% 5.0% 11%

Table 3-1: Current precision for the five known oscillation parameters from the dominant experi-
ments and the latest global analysis [69].

required by the MH measurement, antineutrinos from different reactors generate nearly identical
energy spectra without smearing the oscillation patterns. This represents an important advantage
for extracting the oscillation parameters with high precision. Fig. 3-1 shows the predicted prompt
energy spectrum for the IBD events. Multiple oscillation patterns corresponding to the solar and
atmospheric ∆m2 scales are clearly visible.

Current precision for five known oscillation parameters are summarized in Table 3-1, where
both the results from individual experiments and from the latest global analysis [69] are presented.
Most of the oscillation parameters have been measured with an accuracy better than 10%. The
least accurate case is for θ23, where the octant ambiguity hinders a precision determination. Among
the four oscillation parameters accessible by JUNO, θ13 can not be measured with a precision better
than the Daya Bay one, which is expected to reach a 4% precision for this smallest mixing angle
after 5 years of running. Therefore, we only discuss the prospect for precision measurements of
θ12,∆m2

21, and |∆m2
ee|1.

With the nominal setup [60] described in the MH measurement, the expected accuracy for the
three relevant parameters is shown in Fig. 3-4, where the solid lines show the accuracy with all
the other oscillation parameters fixed and the dashed lines show the accuracy with free oscillation
parameters. The precision (dashed lines) of 0.54%, 0.24% and 0.27% can be obtained for sin2 θ12,
∆m2

21 and ∆m2
ee, respectively, after 6 years of running.

Several comments are listed as follows:

• Although only one single detector is considered, the precision on θ12 at the sub-percent level
is achievable because most of the sensitivity is from the spectral information. This property
is illustrated in Fig. 3-5, showing the θ12 accuracy with both the rate and shape information
and with only the rate information.

• A precision of |∆m2
ee| similar to ∆m2

21 is obtained because each fast oscillation cycle gives
a statistically independent measurement of |∆m2

ee|. The combined result from the whole
spectrum has a high statistical accuracy.

• The baseline differences may affect significantly the precision of θ12 because different baselines
can smear the oscillation pattern. For comparison, the precision of θ12 could be improved
from 0.54% to 0.35% if the baselines were identical for JUNO.

• The energy resolution impacts mainly |∆m2
ee| because the relevant information is contained

in the fine structure of fast oscillations. A quantitative dependence on the energy resolution
for all the three oscillation parameters is shown in Fig. 3-6 with energy resolution ranging
from 2% to 5%.

1There will be two degenerated solutions for |∆m2
ee| in case of undetermined MH.
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Global now  
arXiv:1507.05613

arXiv:1507.05613

JUNO: 100k evts  
arXiv:1507.05613
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JUNO Collaboration: 55 Groups from 4 Continents
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Summary and Conclusion

• The Daya Bay experiment delivers the most precise theta13 
measurement and soon, the atmospheric mass-squared splitting 

• The value of theta13 has enabled the possibility of resolving 
neutrino mass hierarchy in medium-baseline reactor neutrino 
experiments 

• A medium-baseline reactor neutrino project in China, JUNO, has 
received approval 

• Collaboration officially formed July 2014; Ground Breaking was on Jan 10, 
2015; by the end of July 2015, the civil is progressing well: slope tunnel >⅓; 
shaft >⅛; the central detector structure design is chosen; the collaboration 
has expanded to 55 groups on 4 continents — still accepting new members 

• R&D activities addressing challenges in parallel among collaborators 

• JUNO has great potential in resolving neutrino mass hierarchy, 
guarantees precision measurements, and offers other rich physics 

• JUNO plans to start data taking in 2020 — stay tuned!
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Neutrino Physics at Nuclear Reactors and Its Future
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History of Reactor Experiments

5

Karsten Heeger, Univ. of Wisconsin ORNL, July 5, 2012 

1980s & 1990s - Reactor neutrino flux 
measurements in U.S. and Europe 

1995 - Nobel Prize to Fred 
Reines at UC Irvine

2003 - First observation of reactor 
antineutrino disappearance

1956 - First observation 
of (anti)neutrinos

Past Reactor Experiments
Hanford
Savannah River
ILL, France
Bugey, France
Rovno, Russia
Goesgen, Switzerland
Krasnoyark, Russia
Palo Verde
Chooz, France

2008 - Precision measurement of 
Δm122 . Evidence for oscillation

KamLAND

Chooz

Savannah River

Chooz

55 years of liquid scintillator detectors
A story of varying baselines... 
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2012 - Observation of short baseline 
reactor electron neutrino disappearance

KamLAND, Japan
Double Chooz, France
Reno, Korea
Daya Bay, China

courtesy: Karsten Heeger

Daya Bay

RENO

Double Chooz

JUNO is changing 
the field: a new 
level of massive 
liquid scintillator 
detector 
technology! 

• Challenges 

• Opportunities 

• Efforts&Expectations

2012 - Observation of short-
baseline reactor electron 

antineutrino disappearance

JUNO

θ13

Neutrino Mass Hierarchy
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Time Correlation Detection of Reactor Antineutrinos
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�̄e + p� e+ + n

Detection Principle: Inverse Beta Decay (IBD) 
0.1% Gd doped liquid scintillator (LS) as target
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Correlated Signals 

• Powerful background 
suppression 

• Well-defined targets: captures 
generate lights in LS zones 
and 8MeV delayed signals 
only from the Gd zone

Prompt-delayed correlation is the key!
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Daya Bay Detector Calibrations

• Three automated calibration units (ACU) on each 
detector, 2 for the Gd-LS volume and 1 for the LS one, 
carry out weekly calibrations (vertical scans) 

- Sources: ~100Hz 68Ge(e+), ~20Hz 60Co, ~0.7Hz 
241Am-13C(n), and a LED diffuser ball 

• Special calibration efforts in Summer 2012 

- Manual calibration system (MCS) with 4π scan was installed 
to further understand detector energy responses using Pu-C 
and Co sources 

- One detector’s ACUs were loaded with 137Cs, 54Mo, 40K, Pu-
C, and 241Am-Be sources and thorough scanned vertically 

- A stronger 241Am-13C is placed on a detector to understand 
the induced background better 

✓The Daya Bay absolute energy scale uncertainty has 
reached ~1%, and the relative energy scale ~0.2%, after 
a thorough analysis of the collected calibration data
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ACU Internal

Manual Calibration
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A Subtlety in Designing the Baselines

• MH information 
is in the small 
oscillation 
waggles driven 
by the 
atmospheric 
mass-squared 
splittings whose 
oscillation 
length is ~2km 
for reactor 
spectrum

39

Y.F. Li et al  
PRD88(2013)013008

• The JUNO design has considered 
this issue and made sure baseline 
differences are less than 0.5km

• Reactor cores at the same power plant 
like to be ~km apart. If baselines are 
shifted by half oscillation length, they 
cancel each other's signals.

Figure 2: The variation (left panel) of the MH sensitivity as a function of the baseline
difference of two reactors and the comparison (right panel) of the MH sensitivity for the
ideal and actual distributions of the reactor cores.

Figure 3: Two classes of typical examples for the residual non-linear functions in our
simulation.

and baseline distribution of each core of the Yangjiang (YJ) and Taishan (TS) nuclear
power plant, shown in Table 1. The remote reactors in the Daya Bay (DYB) and the
possible Huizhou (HZ) power plant are also included. The reduction of sensitivity due to
the actual distribution of reactor cores is shown in the right panel of Figure 2, which gives
a degradation of ∆χ2

MH ≃ 5. In all the following studies, the actual spacial distribution
of reactor cores for the Daya Bay II Experiment is taken into account.

4 Energy Non-Linearity Effect

The detector energy response is also crucial for Daya Bay II since a precise energy spec-
trum of reactor neutrinos is required. Assuming the energy non-linearity correction is
imperfect, we study its impact to the sensitivity by including in our simulation a residual
non-linearity between the measured and expected neutrino spectra. Assume the detector

6
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JUNO Impact of Precision Measurements

• Three-neutrino 
paradigm test 

• Valuable input to the 
neutrinoless double 
beta decay 
experiments.
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Direct unitarity test of |Ue1|2+|Ue2|2+|Ue3|2=1 
by combining JUNO, Daya Bay, and solar 
results. We considered two scenarios i) 
current SNO constraint and ii) a five times 
better constraint than SNO.
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Other Physics Potential of JUNO

• Supernova neutrinos 

• Diffused supernova neutrinos 

• Proton decay 

• Geoneutrinos 

– KamLAND: 30±7 TNU  
[PRD 88 (2013) 033001] 

– BOREXINO: 38.8±12.0 TNU  
[PLB 722 (2013) 295] 

– JUNO (preliminarily projected):   
37±10%(stat)±10%(syst)TNU
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• Solar neutrinos: high demand on the radioactive background purity. Challenging and 
BOREXINO is the standard.

• Atmospheric neutrinos: not much value in redoing what Super-K has done. With 
JUNO’s good energy resolution, atmospheric neutrinos could potentially aid the MH 
case (PINGU type signal)

• ……
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 More Light: New Types of PMTs

• JUNO PMT plan B: Photonis China PMTs 

• JUNO PMT plan C: new 20” Hamamatsu SBA high QE PMTs
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JUNO
 PM

T Plan A 

progressing well

3 Plans in Parallel 

by Collaborators

If nothing else changes, the detection efficiency (QE*CE) is 
nearly doubled by “saving” the ~40% transmitted photons.

Fully active sphere surface
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Even Better: A Double Calorimetry Design

• Small PMTs (sPMT) are 
cheaper and faster in time 
response (<1ns), lower 
noise and higher QExCE 

• Adding 3” PMTs in the 
gaps: ~2 SPMTs for every 
large PMT (LPMT) 

– increase the photocathode 
coverage by ~1% 

– improve the central 
detector muon 
reconstruction resolution 

– avoid high rate supernova 
neutrino pile-up (if very 
near) 

– increase the dynamic range 
and global trigger 

• An approved proposal by 
the collaboration 
(currently allocating 
resources)
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Anatael Cabrera (CNRS-IN2P3 & APC)

how does it look? (our MC geometry) 10

2x SPMT per LPMT: ~17k (20” PMT) ⇔ ~35k (3” PMT) (at most)

•each LPMT geometrically surrounded by 6x SPMTs→ redundancy

HARDWARE not settled (R&D on LPMT & SPMT still preliminary)… 
•MC uses “reasonable” (but not optimal/realistic) performance
•SPMT: cheap, fast (σ≤1ns), low noise & higher QExCE
•LPMT: expensive, slow (σ≤10ns), high noise & lower QExCE

SNiPER’s

engineer 
geometrical 
constraints 
(on board)

  8

3inch PMT (1)
Xinying Li, Doc 781
Miao He, Doc 788, 864

Anatael Cabrera (CNRS-IN2P3 & APC)

SPMT: full dynamic range (up to μ’s) 
⇒ natural dynamic range extension

   •stochastic resolution [10,13]% 
   •SPMT resolution ≲4% @10MeV

LPMT focus on IBD & SN physics 
•on high energy resolution  
•maximise FADC sensitivity

   →stochastic resolution: a~3% 

•SPMT is MUCH lighter than LPMT⇒ major simplification (cheaper) of Electronics/DAQ

natural dynamic range extension… 53

Visible Energy (MeV)0 10 100 1000

IBD 
physics

SPMT range

LPMT range

SN 
physics

μ (→BG) 
physics

LPMT data
SPMT data

saturation level cartoon*

muons deposition (cartoon)… FADC saturated data is less useful, but still very heavy!

time (ns)

Complementary Roles by sPMTs and LPMTS


